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Input: Eliminate $\exists x$ from

$$
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## Consequences:
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- We can positively decide in advance, whether or not all quantifiers can be eliminated by our method.
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## Remider: Regular virtual substitution

$$
(a x \leq b)\left[\frac{b^{\prime}}{a^{\prime}} / / x\right]:=\left(a a^{\prime} b^{\prime} \leq a^{\prime 2} b\right), \quad\left(a x \equiv_{m} b\right)\left[\frac{b^{\prime}}{a^{\prime}} / / x\right]:=\left(a b^{\prime} \equiv_{m a^{\prime}} a^{\prime} b\right)
$$
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## Work discussed here:

INTEGERS Originally introduced for the full linear theory of the integers [Weispfenning 1990], [L. and S. 2007]
Natural extension to univariately nonlinear formulas without loosing any of its previous features
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## Computation Examples

Application domains include the following:

- Nonlinear discrete optimization problems
- Integer linear optimization with superlinear univariate constraints
- Software security
- Automatic code verification of programs with superlinear univariate expressions
- Automatic loop parallelization
- Scheduling problems

All our computations discussed in the following have been performed on a 1.66 GHz Intel Core 2 Duo processor T5500 using only one core and 128 MB RAM.
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## Formulation within our framework

Let $z$ be a new variable.

$$
\exists x_{1} \ldots \exists x_{n}\left(\sum_{j=1}^{n} \gamma_{j} x_{j} \leq z \wedge \bigwedge_{i=1}^{m} \sum_{j=1}^{n} \alpha_{i j} x_{j} \geq \beta_{i} \wedge \bigwedge_{s=1}^{r} p_{s} \varrho_{s} 0\right)
$$

## Optimization Example
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## Results:
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Formulation as a quantifier elimination problem:
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$$

## Results:

- Within 20 ms a weakly quantifier-free equivalent containing 26 atomic formulas
- Setting $a=10$ and automatically simplifying yields within 2980 ms the result $z>8$, i.e., the minimum for $x+y$ is 4 .
- If we plug in $a=10$ before the elimination, then we directly obtain $z>3$ in only 780 ms .


## Software Security—Data and Control Flow

## Example code

```
if \((a<b)\) then
    if \((a+b \bmod 2=0)\) then
        \(\mathrm{n}:=(\mathrm{a}+\mathrm{b}) / 2\)
        else
            \(n:=(a+b+1) / 2\)
        fi
        \(\mathrm{A}[\mathrm{n} * \mathrm{n}]\) := get_sensitive_data(x)
        send_sensitive_data(trusted_receiver, \(A[n * n])\)
    fi
    \(\mathrm{y}:=\mathrm{A}[\mathrm{abs}(\mathrm{b}-\mathrm{a})]\)
```
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## Example code

```
if ( \(\mathrm{a}<\mathrm{b}\) ) then
    if \((a+b \bmod 2=0)\) then
        \(\mathrm{n}:=(\mathrm{a}+\mathrm{b}) / 2\)
        else
            \(\mathrm{n}:=(\mathrm{a}+\mathrm{b}+1) / 2\)
        fi
        \(\mathrm{A}[\mathrm{n} * \mathrm{n}]\) := get_sensitive_data(x)
        send_sensitive_data(trusted_receiver, \(A[n * n])\)
    fi
    \(\mathrm{y}:=\mathrm{A}[\mathrm{abs}(\mathrm{b}-\mathrm{a})]\)
```

Security risk: There exist choices for a and b such that y is assigned the value of $A[n * n]$.

## Software Security—Data and Control Flow

$$
\begin{aligned}
& \exists n\left(\left(a<b \wedge a+b=_{2} 0 \wedge 2 n=a+b \wedge\right.\right. \\
& \left.\quad\left(\left(a<b \wedge b-a=n^{2}\right) \vee\left(a \geq b \wedge a-b=n^{2}\right)\right)\right) \vee \\
& \quad(a<b \wedge a+b \neq 20 \wedge 2 n=a+b+1 \wedge \\
& \left.\left.\quad\left(\left(a<b \wedge b-a=n^{2}\right) \vee\left(a \geq b \wedge a-b=n^{2}\right)\right)\right)\right) .
\end{aligned}
$$

## Software Security—Data and Control Flow

$$
\begin{aligned}
& \exists n\left(\left(a<b \wedge a+b \equiv_{2} 0 \wedge 2 n=a+b \wedge\right.\right. \\
& \left.\quad\left(\left(a<b \wedge b-a=n^{2}\right) \vee\left(a \geq b \wedge a-b=n^{2}\right)\right)\right) \vee \\
& \quad(a<b \wedge a+b \neq 20 \wedge 2 n=a+b+1 \wedge \\
& \left.\left.\quad\left(\left(a<b \wedge b-a=n^{2}\right) \vee\left(a \geq b \wedge a-b=n^{2}\right)\right)\right)\right) .
\end{aligned}
$$

Our implementation computes in less than 10 ms the following weakly quantifier-free description:

$$
\begin{aligned}
& \bigsqcup_{k:|k| \leq(a-b)^{2}+2}\left(a-b<0 \wedge a-b+k^{2}=0 \wedge a+b \not \equiv 20 \wedge a+b-2 k+1=0\right) \vee \\
& \bigsqcup_{k:|k| \leq(a-b)^{2}+2}\left(a-b<0 \wedge a-b+k^{2}=0 \wedge a+b \equiv_{2} 0 \wedge a+b-2 k=0\right)
\end{aligned}
$$
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