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Abstract: Reliable wireless broadcast with asyn-
chronous data access based on fountain coding is investi-
gated. We review the traditional problem formalization
for fountain codes operating on erasure channels and we
generalize the problem formalization to arbitrary types of
channels. We introduce a novel type of rateless codes based
on the turbo principle: the Turbo-Fountain. The Turbo-
Fountain is able to consider soft information from the
channel in the decoding process. Two realizations for the
Turbo-Fountain are introduced. We show simulation re-
sults for the Turbo-Fountain realizations on the AWGN and
on fading channels. Additionally, we compare the achiev-
able Turbo-Fountain performance with traditional foun-
tain codes designed for the erasure channel, both on the
AWGN and on fading channels, considering appropriate
erasure declaration. It is shown that the Turbo-Fountain
provides significant performance gains, due to exploitation
of soft information, and approaches capacity.

1. Introduction

Recently, reliable wireless broadcast has gained sig-
nificant interest with the standardization and introduc-
tion of Multimedia Broadcast and Multicast Services
(MBMS) into wireless cellular networks. Whereas many
types of multimedia data tolerate residual errors to some
extent, like video streaming or music distribution, in
general, file download must be performed error-free,
e.g., the distribution of executable programs. Broad-
casting to wireless receivers in a cellular environment
results in diverse receiving conditions for different re-
ceivers. Furthermore, link adaptation cannot be utilized
in the broadcast mode.

Therefore, approaches based on Automatic Repeat
reQuest (ARQ) have been proposed and protocols for
broadcast ARQ elaborated. However, all retransmission
strategies require feedback channels from the receivers
to the transmitter. This is not feasible for a multitude
of receiving entities, as it is the case within a football
stadium where replays are distributed to a vast number
of cell phones. Furthermore, the system throughput ap-
plying ARQ is degenerating with a growing number of
receiving entities. This phenomenon is also known as
feedback implosion.

Alternatively, Forward Error Correction (FEC) with a
fixed code rate can be applied. However, this results in
unnecessary reception overhead for receivers with good
channel conditions, and residual errors for receivers with
bad or moderate channel states. Moreover, both solu-
tions do not allow asynchronous access of receivers to
the data. However, in [1] and [2] FEC for reliable broad-
cast was investigated and, furthermore, in [3], it was
elaborated that fountain codes, like, e.g., LT-Codes [4]

or Raptor codes [5], solve the reliable broadcast prob-
lem without requiring feedback channels. Traditionally,
these codes were investigated on erasure channels and
have been proposed for Internet communications. How-
ever, in wireless broadcast other channel models apply,
like the Gaussian channel or the fading channel. These
types of channel models provide soft-information about
each received bit. Recently in [6] the author encourages
the research community to look for novel types of Digi-
tal Fountain codes and Digital Fountain approximations.

In this work we present an alternative method to ap-
proximate a Digital Fountain by applying turbo codes:
the Turbo-Fountain. Moreover, we investigate the per-
formance of the Turbo-Fountain on the AWGN and on
fading channels, and provide a powerful decoding tech-
nique which exploits soft-information of the channel.
We show how the Turbo-Fountain can be applied to reli-
able broadcast in a wireless environment.

This paper is organized as follows. In Section 2. we
introduce the framework and give a short overview on
related an prior work. Subsequently, we introduce the
notation and formalize the problem. In Section 4. two
realizations of the Turbo-Fountain are presented. In Sec-
tion 5. we introduce our simulation setup and provide
simulation results when applying the Turbo-Fountain.
Finally, we summarize the major results.

2. Overview

2.1. Framework

We consider a wireless transmission system with a
single transmitter and multiple receivers. The goal of
this system is to broadcast a message reliably to all
receivers, i.e., without residual errors or missing data
within the message. We assume that no feedback chan-
nel is available to request retransmissions for lost data.
However, every single receiver should be able to receive
the message error-free, independent of its channel qual-
ity. Moreover, the receivers are assumed to tune-in into
the ongoing broadcast session at arbritrary time, with-
out any coordination among receivers. In the following,
this is referred to as asynchronous data access. Asyn-
chronicity among receivers can originate from various
reasons. Some examples are i) different service request
times of individual receivers, ii) reception pauses initi-
ated by receivers, e.g., in order to receive other services
in the mean time, or iii) cell reselection in wireless cellu-
lar system, i.e., the selection of a new transmitter. Many
other scenarios resulting in a non-synchronous start of
reception are imaginable. However, the receivers in our
system should be able to reconstruct the message inde-



pendent of their access times or access patterns, and ben-
efit from any received portion of the ongoing broadcast.
2.2. Related and Prior Work

In [3] the idea of a Digital Fountain was introduced in
order to solve the reliable multicast problem with asyn-
chronous data access. Recently, a survey on fountain
codes and their applications has been given in [6]. A
protocol was presented in order to solve the reliable mul-
ticast problem over erasure channels by applying these
codes. A fountain code produces a potentially limitless
number of code symbols from a finite information mes-
sage, and theoretically provides a limitless amount of
redundancy. Therefore, fountain codes have been de-
noted as rateless. The code symbols are broadcasted
by the transmitter perpetually. Usually, it is assumed
that the transmitter is at least aware of receivers being
present in the serving area. If no receiver is present,
the transmitter is assumed to interrupt the transmission
in order to save resources. Let k denote the size of the
information message in number of symbols. The code
property of an ideal fountain code allows to reconstruct
the original information message from any k code sym-
bols out of the infinite code sequence. Hence, fountain
codes allow multiple receivers to recover from different
loss patterns, since each receiver just collects k symbols
in order to be able to reconstruct the information mes-
sage. Asynchronous data reception among the receivers
is supported inherently by the same property since any
k symbols yield in reconstruction success. Entailed with
the application of fountain codes, there are many further
nice properties, like the reception from multiple trans-
mitters or the arbitrary number of possible receivers.
Furthermore, a Digital Fountain allows reception pauses.
A small drawback of the fountain concept is the limita-
tion on download-and-play services, i.e., this concept is
not applicable for real-time service like video streaming,
maintaining the same marvelous properties.

Recently, there are many publications in many re-
search areas adopting the fountain idea where rateless
codes are applied to solve various problems. Practi-
cal approximations of a Digital Fountain have been ob-
tained by the introduction of LT-Codes [4] and Raptor
codes [5], which come close to the theoretical limit on
the erasure channel. A formalized description of foun-
tain codes on the erasure channel will be given in Sec-
tion 3.2. Because fountain codes were traditionally pro-
posed to solve the multicast problem over the Internet,
these codes have been optimized and investigated on era-
sure channels. The loss behavior of the Internet can
be basically modeled by an erasure channel since trans-
mitted packets do not arrive at the receiver at all due
to router congestion. In [7] investigations of LT-Codes
and Raptor codes on noisy channels other than erasure
channels have been performed. However, the work only
studied bit error rates and block error rates, rather then
reliable transmission in combination with asynchronous
data access.
2.3. Extension to Wireless

In wireless communications data packets are not lost,
but are subject to fading and Gaussian noise. Basically,

traditional erasure based fountain codes can be applied
in wireless systems on higher layers operating on a vir-
tual erasure channel. In this case, radio blocks or higher
layer packets, which have been received in error, are de-
clared as erased. A significant amount of information,
which is even available in erroneous radio blocks, is not
exploited. However, it is well known that for channel de-
coding soft-information about each bit within a received
radio block improves system performance significantly.

In this work we provide a framework which gener-
alizes the fountain concept to channels other than era-
sure channels. We support our theoretical concept by
proposing a novel type of Digital Fountain approxima-
tion applying Turbo codes and introduce the Turbo-
Fountain. We investigate a wireless broadcast sys-
tem, which allows both fully reliable and asynchronous
data access by applying the Turbo-Fountain. The soft-
information available at the wireless receiver is incorpo-
rated in the decoding algorithm yielding significant per-
formance gains compared to traditional fountain codes
designed for erasure channels.

3. Problem Formalization

3.1. Setup and Notations
Consider the information message u = (u1, . . . , uk)

of length k symbols, where all symbols ui are of the
same cardinality. For practical purposes ui can repre-
sent a single bit or a tuple of bits. This information mes-
sage u is encoded with a fountain code F , which is as-
sumed to produce an infinite sequence of code symbols
c = (c1, c2, c3, . . .) from the finite information sequence
u, where c = F(u). The code symbols ci are assumed
to be broadcasted over the broadcast channel in a suc-
cessive manner. At the receiver of interest, the symbol
sequence y = (y1, y2, y3, . . .) is received. Note that ci

and yi need not to be from equal alphabets, this depends
on the channel only. Now, let us define the receiver pat-
tern r = (r1, r2, . . .), containing random variables ri,
where ri ∈ {0, 1}. ri = 1 indicates that the receiver
listens to the channel, whereas ri = 0 is equivalent to
the fact that the receiver does not listen to the channel,
i.e., it does not receive the symbol i. In fact, this cor-
responds to the well known puncturing and r represents
a puncturing pattern. Let us define ĉ = (ĉ1, ĉ2, ĉ3, . . .),
with

ĉi =

{

yi ri = 1
p ri = 0

,

and ĉi = p indicating that a certain symbol ci was punc-
tured as a consequence of not subscribing to the chan-
nel. Moreover, let us define |ĉ| , ‖{i | ĉi 6= p}‖ as
the number of overall available, un-punctured symbols
at the receiver. Finally, we define the decoding process
as û = F−1(ĉ), with û = (û1, . . . , ûk) denoting the
decoding decision on the information sequence.
3.2. Erasure Fountain Codes (EFC)

Consider the memoryless erasure channel with its
transition probabilities

Pr{yi = e} = pe, (1)

Pr{yi = ci} = 1 − pe,



with e denoting an erasure marker and pe the erasure
probability. Hence, ĉi ∈ {ci, e, p} contains a code sym-
bols ci, an erasure marker e or a puncturing indicator p,
respectively. We define κ , ‖{i | (ĉi 6= p ∧ ĉi 6= e)}‖
as the number of overall available un-punctured and un-
erased symbols at the receiver. Now, the Ideal Erasure
Fountain Code (IEFC) FI is defined by the following
property

FI :
{

F−1

I (ĉ) ≡ u ∀ĉ |κ ≥ k
}

, (2)

i.e., the reception of at least k arbitrary code symbols is
sufficient to guarantee decoding success. Note, this cor-
responds to the well know Maximum Distance Separable
(MDS) property. Unfortunately, practical codes do not
achieve the MDS property. Usually a slightly increased
number κ = k′ symbols (k′ > k) is required to be
received. The inefficiency of a practical Erasure Foun-
tain Code (EFC) is expressed by ε, with k′ = (1 + ε)k.
Currently, the research community is working towards
ε → 0 with reasonable complexity [4], [5], [8]. A nice
property for the code design of erasure fountain codes is
the fact that code optimization can be performed without
knowledge about the channel loss rate.
3.3. Problem Generalization to Arbitrary Channels

In wireless communications, transmitted symbols are
not lost like in Internet communications. In this work
we extend the fountain idea to more appropriate chan-
nel models, concerning wireless communications, like
the Gaussian channel or fading channels. These types
of channels are commonly characterized by their prob-
ability density functions pyi

(yi|ci) and provide soft-
information [9] about the received symbols.

We generalize (2) and define the capacity achieving,
ideal fountain code FS to fulfill the property

FS :

{

F−1

S (ĉ) ≡ u ∀ĉ | |ĉ| ≥

⌈

k

C

⌉}

, (3)

where C is the Shannon’s channel capacity which can
be calculated from pyi

(yi|ci). This means, the reception
of at least

⌈

k
C

⌉

arbitrary symbols is sufficient to guar-
antee decoding success. It can easily be shown that (2)
is obtained from (3) by inserting the channel capacity of
the erasure channel. However, the formulations in (2)
and (3) do not give any practical instructions how to find
such codes, but just state the desired properties.

4. Turbo-Fountain

In Section 3.3., the properties of a capacity achieving
fountain code have been formalized. Though no proof is
given, intuitively, it seems to be a challenging and com-
plex task to find such codes. In this section, we apply
the capacity approaching turbo codes [9], [10], [11] to
approximate an ideal fountain. We describe two differ-
ent realizations which have in common to produce an
infinite sequence of code symbols from a finite informa-
tion sequence, according to the fountain idea. Further-
more, we introduce corresponding decoder structures
based on soft-in/soft-out component decoders, in order
to exploit the available soft information from the channel

efficiently. In the following, we restrict to ui ∈ {0, 1}
and cj ∈ {0, 1}.
4.1. Parallel Turbo-Fountain

Fig. 1 shows the block diagram of the Turbo-Fountain
encoder, based on parallel concatenated recursive convo-
lutional codes. In the following, we denote this structure
as Parallel Turbo-Fountain.
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Figure 1: Encoder structure for the Parallel Turbo-Fountain based on
parallel concatenated convolutional codes and infinite number of ran-
dom interleavers at the output.

The information bits u are successively applied to the
encoder input, and directly passed to the first component
encoder RSC0. Additionally, an interleaved version of u

is passed to the second component encoder RSC1 in the
same manner, where π is denoting a random interleaver.
Both component encoders are rate Rc = 1/2 recursive
systematic convolutional encoders. Only the parity sym-
bols are used for further processing.

After a parallel-serial conversion, all output bits from
both encoders, which are parity bits from both encoders
and the termination bits, as well as the systematic bits,
are applied to a potentially limitless number of random
interleavers. In practice, the number of required inter-
leavers depends on the number of required redundancy.
Finally, the interleaved bits from each interleaver branch
are mapped successively onto the output c.
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Figure 2: Soft-in/soft-out decoder for Parallel Turbo-Fountain.

Fig. 2 shows the corresponding decoder structure. The
L-values [9] L(ĉ) of the received bits are distributed to
different branches inversely to the procedure at the en-
coder output. In general, we assume that the transmit-
ter and the receivers utilize synchronized pseudo random
generators, which can easily be realized in wireless sys-
tems since the data is transmitted block-wise and, hence,
sequence or frame numbers are available to initialize the
pseudo random generator at the receivers. In general,
the synchronization issue applies to any type of foun-
tain codes and is not a special problem of the Turbo-
Fountain. After distributing the L-values to the differ-



ent branches, appropriate de-interleaving π−1

i in each
branch i is performed. Then, the de-interleaved L-values
from all branches are combined (bit-wise summation)
and passed to a state-of-the art turbo decoder [10] with
two soft-in/soft-out component APP decoders. Within
each iteration extrinsic information is exchanged be-
tween the component decoders, which serves as a-priori
information for the other decoder. The L-values on the
decoding decision L(û) are obtained at the decoder out-
put, where sign{L(û)} is the hard decision on each bit.
4.2. Multiple Turbo-Fountain

With the Parallel Turbo-Fountain structure, code bits
output at time index i are output again later at time in-
dex i′ > i. Therefore, we looked for an encoder struc-
ture which avoids repetition of code bits, in order to
avoid collecting identical code bits several times at the
receiver. Now, we present a solution based on multi-
ple turbo codes, as introduced and proposed for deep-
space communication in [12] or in [13], and denote the
structure as Multiple Turbo-Fountain in the following.
Multiple turbo codes are turbo codes with more than two
parallel concatenated component codes. We extend the
idea of multiple concatenated encoders and allow a po-
tentially limitless number of parallel encoders.
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Figure 3: Encoder structure for Multiple Turbo-Fountain based on an
infinite parallel concatenation of recursive systematic convolutional
codes.

Fig. 3 shows the block diagram of the encoder. The
k information bits u are directly passed to a random in-
terleaver π′ on the upper branch, as well as to the first
component encoder RSC0. All other encoders RSCi,
with i > 0, obtain an interleaved version πi(u) of the
information bits. (π1, π2, . . .) are random interleavers,
with πi 6= πj ∀i 6= j and again, the component encoders
are rate Rc = 1/2 recursive systematic convolutional
encoders, only outputting the parity symbols. Then, the
outputted bits from all encoders RSCi are interleaved us-
ing random interleavers π′, as well. Hence, systematic
bits are output only at the beginning of the fountain. Af-
ter random interleaving, the bits from all branches are
mapped consecutively onto the output c.

Fig. 4 shows a possible decoder structure. The L-
values L(ĉ) of the received bits are distributed to the
different branches, inversely to the procedure at the en-
coder output. The first branch contains the system-
atic bits. In order to pass systematic information to all
component decoders, the systematic bits from the first
branch are interleaved appropriately with the interleavers
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Figure 4: Soft-in/soft-out decoder for Multiple Turbo-Fountain.

πi. As mentioned in the previous section, we assume
that the corresponding random interleavers are generated
by synchronized pseudo random generators. The par-
ity bits designated for the different component decoders,
which are received successively after the systematic bits,
are passed after de-interleaving with π′−1 on the corre-
sponding branches to the dedicated component decoders.
In [12] several iterative decoding strategies for multiple
turbo codes were presented. We apply parallel decoding,
where all component decoders operate at the same time
in parallel. Each component decoder DECi is fed with a-
priori information La,i which is obtained by adding the
extrinsic information Le,j from all other decoders j 6= i.
As shown in the figure, an appropriate interleaving is re-
quired in order to allow the summation of extrinsic in-
formation. This can be formalized as

La,i = πi

(

∑

j 6=i

L̃e,j

)

= πi

(

∑

j 6=i

π−1

j (Le,j)
)

. (4)

Note that for practical decoding, only those component
decoders have to be considered in the decoding process
which are fed with received symbols from the channel.
Hence, there is always only a finite number of decoders
involved. The actual number of required component de-
coders depends on the receiver pattern.

5. Performance Evaluation

5.1. Simulation Environment

In order to evaluate the performance of the presented
Turbo-Fountain realizations we modeled a simplified
wireless system and we performed extensive simula-
tions. Usually, in state-of-the-art wireless systems like,
e.g., GPRS or UMTS, data to be transmitted is seg-
mented and mapped onto radio blocks. Data segments
carried by these radio blocks are optionally protected
with an error correcting code, e.g., convolutional code
in GPRS. Usually a Cyclic Redundancy Check (CRC)
sequence is inserted in order to perform error detection.
Various strategies can be performed if residual bit errors
are detected within received radio blocks. Usually er-
roneous radio blocks are declared as erased and are not
forwarded to upper layers. Alternatively, the erroneous
blocks can be used for further processing, or soft in-
formation, i.e., L-values about each bit within the radio
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Figure 5: System diagram of the simulation setup.

block, are made available1.
In the following we introduce a simulation environ-

ment, which models the characteristics of segmentation
and radio block protection in a simplified but still mean-
ingful way in order to determine the performance of the
Turbo-Fountain for asynchronous data access. Fig. 5
shows the block diagram of our simulation environ-
ment. The information sequence u of length k bit is
encoded with the Turbo-Fountain encoder which out-
puts the infinite code sequence c. After appropriate seg-
mentation, where b bits are grouped to a segment sm ,

(sm,1, . . . , sm,b), a convolutional encoder with rate R =
b/B is applied to encode each segment sm, resulting in
the radio block sequence x = (x1,x2, . . . ,xm, . . . ).
The symbols in the encoded radio block sequence are
BPSK modulated and transmitted over the channel. Let
xm , (xm,1, . . . , xm,B), ym , (ym,1, . . . , ym,B),
and νm , (νm,1, . . . , νm,B) be the transmitted sig-
nal with xm,i ∈ { ± 1 }, the received signal, and
the noise sample during radio block m, respectively.
The fading coefficients αm over radio block m depend
on the channel: i) αm = (1, . . . , 1) for AWGN, ii)
αm = (αm,1, . . . , αm,B) for symbol-wise fading, and
iii) αm = (αm, . . . , αm) for block-wise fading, with
Rayleigh distributed channel gains α, i.e., fα(α) =
2α exp{−α2}, α > 0. The additive noise is assumed
to be Gaussian, i.i.d., νm,i ∼ N (0, N0/(2Es)), and the
channel signal-to-noise ratio (SNR) is defined as Es/N0.
L-values [9] are obtained after the multiplication with
the channel state information Lc = 4α(Es/N0). We
assume that each receiver has perfect knowledge of the
channel gain αm,i and has access to the SNR. As in-
troduced in Section 3.1., the receiver pattern decides
which radio blocks xm the receiver observes from the
channel. Thereby, rm = 1 indicates that the receiver
listens to the channel at radio block index m, whereas
rm = 0 denotes that the receiver does not listen to the
m-th segment. This is controlled by the receiver con-
trol. The received radio blocks ym are decoded with
a Max-Log-Map decoder [14], [15] in order to obtain
estimates on the segments ŝm. The segment collector
arranges the received segments to a stream of symbols

1We assume that header information for each received radio block
is always correctly available. This can be accomplished by protecting
headers with lower code rate, like e.g in EGPRS. We do not consider
header overhead in our performance evaluation.

which is passed to the Turbo-Fountain decoder, which
outputs û = (û1, . . . , ûk) as an estimate of u. The de-
coder indicates decoding success to the receiver control,
by observing a successful CRC-check. Let d denote the
time index at which decoding is successful, i.e., enough
symbols are received. Hence, the receiver control sets
ri = 0 ∀i > d.

Theoretically, any arbitrary realization of the receiver
pattern could be selected. However, it is infeasible to
consider all possible random receiver patterns within
the simulation since the receiver pattern is of infinite
length. Furthermore, many receiver patterns which in-
deed spread the reception over a finite time period are
impractical, though theoretically possible. Hence, we
reduce the set of possible receiver patterns. Only re-
ceiver patterns which initiate a continuous reception of
segments from the channel are selected. This describes a
setup where a receiver randomly joins the data reception
(asynchronous access) but does not interrupt the recep-
tion until it is able to decode the information message.
This is the case within a typical wireless scenario with-
out reception interrupts. Within a large number of sim-
ulation runs we tracked the minimum number of sym-
bols required to be received at the receiver in order to
achieve decoding success. Let n denote the mean value
of the number of required symbols to be obtained from
the channel at a specific Es/N0. Hence, we define k/n
as the average receiver throughput. In order to avoid use-
less decoding attempts after each symbol reception at the
receiver, we initiate the decoding procedure the first time
after reception of k bits.

5.2. Simulation Parameters

Before we present the simulation results, we briefly
introduce the system parameters. For all performed sim-
ulations we selected a radio block size of B = 160 bit.
We investigate the system performance for two differ-
ent radio protection modes, uncoded transmission, with
R = 1, and alternatively coded transmission with code
rate R = 0.5. In the latter case, we applied a mem-
ory M = 4 recursive systematic convolutional code
with generator polynomial [37, 21]8 in octal representa-
tion. The segment size b is adjusted appropriately with
the applied code rate R. For the component encoders
of both Turbo-Fountain structures, we selected memory
M = 2 recursive systematic convolutional codes with
generator matrix [5, 7]8. Since broadcast solutions with
fountain codes should allow transmission of long infor-
mation messages, at least in the order of kilobytes up
to several megabytes, we selected sliding window Max-
Log-Map component decoders [14], [15], [16]. A slid-
ing window decoder allows decoding of long code se-
quences with manageable memory requirements. Fur-
thermore, recently efficient hardware implementations
based on analog circuits have been presented [17], which
allow decoding speeds upto several Gbit/s [18]. We
present performance results for information block length
k = 16000 bit. Longer information block lengths have
also been simulated showing similar results, but are not
presented here. The number of performed iterations at
the receivers was fixed to I = 15. We investigate the



performance on the AWGN, the symbol-wise Rayleigh
fading, and the block-wise Rayleigh fading channel.
5.3. Simulation Results

Fig. 6 shows simulation results on the AWGN chan-
nel. The average receiver throughput k/n is shown
versus Es/N0. As can be observed, the throughput
is increasing with increasing Es/N0 for all compared
schemes.
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Figure 6: Simulation results on the AWGN channel. Average receiver
throughput k/n vs. Es/N0.

First, we investigated the performance of an Ideal Era-
sure Fountain Code (IEFC), which serves as an refer-
ence system in the following. Erroneously received radio
blocks are declared as erased at the receiver, according to
Section 5.1. Note, since IEFCs have not been found, we
just assume that decoding of the information message
would be successful, if k bits were received un-erased
and un-punctured at the receiver. This serves as an up-
per bound for all practical erasure based fountain codes.
As can be observed, without additional radio block pro-
tection, i.e., R = 1, sufficient throughput can only be
achieved for Es/N0 > 4 dB. However, for increasing
Es/N0 the average throughput reaches k/n = 1. Apply-
ing radio block protection with rate R = 0.5, the system
is able to support receivers with lower Es/N0 as well,
since less radio blocks are declared as erased. How-
ever, the maximum achievable throughput is limited to
k/n = R since in a broadcast scenario link adaptation,
i.e., swiching of coding schemes, cannot be performed.
Unfortunately, an Erasure Fountain Code (EFC) remains
a huge gap compared to a fountain code operating at the
capacity of the AWGN chanel.

In the contrast, the Parallel Turbo-Fountain, exploit-
ing soft information at the decoder without erasure dec-
laration, in combination with R = 1 follows the ca-
pacity over the entire investigated region, only with a
small remaining gap. For Es/N0 > 7 dB the IEFC out-
performs the Parallel Turbo-Fountain. However, prac-
tical EFC codes are below the IEFC bound and further-
more, the point of operation in an wireless systems is ex-
pected to be located for many receivers somewhere in the
lower Es/N0 region. Interestingly, the performance of

the Multiple Turbo-Fountain is noticeably weaker, com-
pared to the Parallel Turbo-Fountain, though the encoder
and decoder complexity is much higher, incorporating
multiple component codes. However, it still shows huge
performance gains compared to IEFC for low Es/N0.
Radio block protection (R = 0.5) in combination with
Turbo-Fountain does not show any advantages over the
entire Es/N0 region.
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Figure 7: Simulation results on symbol-wise Rayleigh fading channel.
Average receiver throughput k/n vs. Es/N0.

Fig. 7 and Fig. 8 show the simulation results for the
symbol-wise Rayleigh fading and the block fading chan-
nel, respectively. Basically, the same tendencies as ex-
plained for the AWGN channel can be observed. How-
ever, for symbol-wise fading, which is a fairly good
channel model for fast moving wireless receivers, the
IEFC with R = 1 cannot provide any throughput since
in every radio block, bits are received erroneously with
high probability. Hence, EFCs are only practical with
appropriate radio block protection. However, now the
Parallel Turbo-Fountain without radio block protection
outperforms all presented schemes significantly in the
entire investigated Es/N0 region.

On the block fading channel, the performance of the
Turbo-Fountain is mostly equivalent to the performance
on the symbol-wise fading channel. This comes from
the fact that for both channel types the ergodic capac-
ity is equivalent. However, since with block fading the
fading gain varies only from block to block, the IEFC
performance is different, but provides a huge gap to the
Turbo-Fountain.
5.4. Discussion

As shown in the previous subsection, the Parallel
Turbo-Fountain shows impressive results, but still re-
mains a gap to capacity. However, this encourages for
future work to close this gap. Interestingly, the perfor-
mance of the Multiple Turbo-Fountain is worse com-
pared to the Parallel. The reason for this is that the
encoder structure outputs systematic information only
at the beginning. This indeed reduces the performance
since turbo codes require systematic bits in order to
achieve good performance, although the collection of
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Figure 8: Simulation results on the block-wise Rayleigh fading chan-
nel. Average receiver throughput k/n vs. signal-to-noise ratio Es/N0.

identical code bits is avoided with this structure. On the
other hand, the Parallel Turbo-Fountain cannot avoid the
collection of identical code bits multiple times at the re-
ceiver, due to its interleaved repetition structure. How-
ever, the results show that a Digital Fountain can already
be very well approximated with an interleaved repetition
structure, based on a rate 1/3 turbo code. In the case of
soft decoding, multiple collection of L-values belonging
to the same bits are not useless, but increase the likeli-
hood for these bits, which is not the case with erasure
based decoding.

The results show that exploiting soft information is
inevitable in a wireless environment, which is the case
with the Turbo-Fountain. However, many erasure codes
allow decoding based on soft information as well, e.g.,
by belief propagation, but at the expense of increased
decoding complexity. This was out of the scope of this
work.

6. Conclusions and Future Work

We investigated fountain coding as a solution for
the problem of reliable wireless broadcast with asyn-
chronous access. We extended the traditional problem
formalization of ideal fountain codes on erasure chan-
nels to arbitrary channel types. We introduced the Turbo-
Fountain, based on turbo codes, as a possible approx-
imation of a fountain code. We presented two differ-
ent structures of the Turbo-Fountain and compared the
performance of the Turbo-Fountain to an ideal erasure
based fountain code with appropriate erasure declara-
tion on the AWGN, the symbol-wise Rayleigh fading,
and the block-fading channel. We considered decod-
ing based on soft-information from the channel for the
Turbo-Fountain. Huge performance gains of the Turbo-
Fountain have been shown compared to ideal erasure
based codes over the Es/N0 region of interest. More-
over, the Turbo-Fountain was shown to operate close to
capacity, only with a small remaining gap. We showed
that additional radio block protection is not required if
the Turbo-Fountain is applied. Since there is a remain-

ing gap to the capacity, future work will consider opti-
mization of the Turbo-Fountain towards capacity. Fur-
thermore, we will extend the system model, in order to
consider reception pauses, and will consider more arbi-
trary receiver patterns.

Acknowledgments

We would like to thank Nicolas Dütsch for making
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